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In recent years, we have seen a rise in digital health interventions (DHIs) to improve public 
health outcomes and promote healthy aging among older adults, while reducing the economic 
burden [1–3]. Within dementia research, the impact of DHIs has been explored on caregivers, 
family members and people with dementia (PWD) [4–10], with results indicating that such 
interventions can be safely and positively used among this population. With an aging society, 
more older adults are exposed to voice assistants daily, which are a subset of technologies that 
are being used as a form of DHIs. Since the introduction of Apple’s Siri in 2011 and Amazon’s 
Alexa in 2015, voice assistants have become largely integrated into daily life. Voice assistants 
are becoming more ubiquitous with older adults due to their low cost, high usability and 
accessibility, and user-friendly interactions that do not require the dexterity and good eye-sight 
needed for screen-based technologies [11]. Reported outcome measures utilizing voice 
assistants with older adults have included positive effects on well-being, such as relieving stress 
and anxiety [11], and on their quality of life (QoL) [12–14]. Additionally, incorporating large 
language models (LLMs) into voice assistants can help improve conversational aspects such 
as different speech characteristics, personalized responses, and stimulating human-like 
interactions [15]. With the growing adoption of voice assistants in healthcare, there is a 
burgeoning interest in leveraging these technologies with LLMs to improve lifestyle and 
cognitive outcomes for PWD. However, it is imperative to carefully consider the ethical 
implications and balance the values associated with their utilization, such as those associated 
with autonomy and dependency, dignity, design and deception, privacy and data security, 
misinformation, and bias and discrimination [15–18]. 
 
We aim to first discuss the importance of value-sensitive design for ethical development of 
such technologies, using LLM-based voice assistants as a case study. We leverage an ethical 
framework which informs the design of AI systems, such as the Ethics by Design for AI (EbD-
AI) [19] to provide discussion on potential prototype designs for use by people with dementia. 
The AI aspect of LLM-based voice assistants incorporates sophisticated algorithms and 
machine learning techniques to enable natural language processing and intelligent responses, 
enhancing user interactions through personalized and contextually relevant assistance [20]. The 
EbD-AI framework (adopted by the European Commission as part of its ethical review process 
for AI projects), translates core moral values for AI into design requirements for AI systems 
[19]. With its established roots in computer science, bioethics, and responsible innovation, it 
becomes the most suitable framework for assessing value-sensitivity of LLM-based voice 
assistants as a DHI. 
 
Despite the benefits of using voice assistants in dementia research, there remain significant 
gaps in our understanding of how to design, optimize and ethically implement these 
interventions [15,16,21]. In our research, we hope to demonstrate how currently existing design 
frameworks for DHIs may be utilized for ethical design of voice assistants for PWD, and the 
roles of using dynamic checklists for development and deployment of trustworthy AI [16,22]. 
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