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Abstract
Chronic obstructive pulmonary disease (COPD) is one of the leading causes of death worldwide. To manage the increasing
number of COPD patients and reduce the social and economic burden of treatment, healthcare providers have sought to
implement remote patient monitoring (RPM). Screen-based RPM applications, such as filling self-reports on the smartphone
or computer, have been shown to increase the quality of life, reduce the frequency and severity of exacerbations, and increase
physical activity in patients with COPD. These applications, however, are not without challenges for the elderly target
population. They are often used on devices designed by and for a different age group, which makes filling out self-reports
prone to error and induces fears of technology malfunctions. Voice-based conversational agents (VCAs) are available on more
than 2.5 billion devices and are increasingly present in homes worldwide. Aside from their commercial success, VCAs are
also credited with several functionalities, such as hands-free use, that make their adoption in healthcare attractive, especially
for the elderly. In this work, we investigate the potential of VCAs for RPM of COPD. Specifically, we designed and evaluated
Lena, a single-board computer-based VCA framed as a digital member of the medical team. Lena acts as RPM for the early
prediction of COPD exacerbations by asking ten symptom-related questions to determine the patient’s daily health status.
This paper presents the patients’ feedback after their interaction with Lena. Patients evaluated the acceptability of the system.
Notably, all patients could imagine using the system once a day in the context of a larger study and wished to integrate Lena
into their daily routine.
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1. Introduction
COPD is the third leading cause of deathworldwide [1]. It
is responsible for 251 million reported deaths per year [2].
COPD is a chronic, progressive disease caused by airway
inflammation due to smoking or long–term exposure to
pollutants (e.g., dust, fumes, poor air quality) [2].
To cope with the increasing number of COPD patients
and to reduce the pressure on health services, providers
have sought to introduce RPM for COPD patients [3].
RPM is the automatic, continuous transmission and pro-
cessing of physiological data, decision support, prediction
of deterioration, and alerting.
COPD patients are usually treated as outpatients, except
in cases of hospitalization due to an exacerbation [4].
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COPD exacerbations occur on average one to four times
per year [4] and represent the acute worsening of symp-
toms such as shortness of breath and cough [5]. Approx-
imately 70 % of health care costs associated with COPD
are due to emergencies and hospitalizations for treatment
of exacerbations. RPM has the potential to reduce the fre-
quency and severity of COPD exacerbations [6], thereby
reducing healthcare costs [7]. While recent studies have
shown potential benefits (e.g., increased quality of life [8],
reduced frequency and severity of exacerbations [6], im-
proved physical activity [9]) of RPM for patients with
COPD, physiological parameters of COPD patients are
not continuously monitored outside of hospitals, except
for research purposes [10]. Moreover, symptoms are usu-
ally self–reported by the patients using pen and paper
diaries [10]. Considering that COPD patients belong to
the older part of the population, current screen–based
applications (e.g., filling self–reports on smartphones or
computers) do not come without challenges. Older adults
often have low IT–literacy, fear of malfunction [11], and
a lack of confidence in their ICT abilities [12]. In addi-
tion, the fact that most commercially available software
is developed by and for a different age group limits the
inclusion of more digital applications in the lives of older

mailto:dcleres@ethz.ch
mailto:frank.rassouli@kssg.ch
mailto:martin.brutsche@kssg.ch
mailto:tkowatsch@ethz.ch
mailto:fbarata@ethz.ch
https://orcid.org/0000-0002-7534-7960
https://orcid.org/0000-0003-2426-3545
https://orcid.org/0000-0002-1612-3609
https://orcid.org/0000-0001-5939-4145
https://orcid.org/0000-0002-3905-2380
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


people, even though they recognize the benefits that
come with increased ICT capabilities [13]. Further, there
is evidence that older generations prefer voice–based to
screen–based communication [14].
From The Voder, the first attempt to electronically syn-
thesize human speech by using a console with fifteen
touch–sensitive keys and a pedal to select the appro-
priate bandpass filters to convert the hisses and tones
into vowels, unveiled at the 1939 New York World’s Fair,
to today’s Alexa, Siri, or Google Assistant, the way and
frequency humans interact with VCAs have evolved dra-
matically. VCAs are now available on more than 2.5
billion devices such as smartphones and tablets, smart
speakers, computers and have even been embedded in
wearables or cars, thus nearly becoming ubiquitous in
our daily lives [15]. One in four Americans owns a smart
speaker, and in 2018 alone, their ownership increased
by 40 percent [16]. Beyond their commercial success,
VCAs are also credited with several functionalities that
make their use in healthcare attractive. VCAs enable
hands–free interaction, allow input from individuals with
low literacy or with intellectual [17], motor and cogni-
tive disabilities [18], or provide more natural support
for routine health tasks when in–person healthcare is
not possible [19]. Voice interaction also enables passive
monitoring and analysis of audio samples for healthcare
applications, such as Alzheimer’s [20], depression [21],
and schizophrenia [22]. In addition, recent work sug-
gested the potential of speech (e.g., pause time, pause
frequency, prosodic features, among others) as a marker
of exacerbations in patients with COPD [23].
With this in mind, we argue that VCAs have the potential
to enable RPM for COPD patients by facilitating the col-
lection and sharing of health–related information with
healthcare professionals, thereby improving quality of
life, reducing exacerbations, and thus, reducing the costs
in COPD care.
For these reasons, the authors developed and evaluated a
single–board computer (SBC)–based VCA framed as Lena,
a digital member of the medical team. This pilot study
investigates the acceptability of a voice–based approach
to alleviating patients’ communication burden while fill-
ing questionnaires. More specifically, the VCA’s ability
to formulate its questions simply and understandably,
as well as its ability to understand the patient’s answer
and respond accordingly, were assessed with four COPD
patients.

2. Related Work

2.1. RPM for COPD
In 2015, the World Health Organization estimated that
3.17 million people died from COPD, accounting for five

percent of all global deaths [2]. The disease’s prevalence
is on the rise due to higher smoking prevalence and the
aging population [2]. In consequence, the burden on
health care providers is expected to increase in the com-
ing years. Evidence suggests that RPM for COPD patients
can reduce hospitalizations [6] and costs associated with
this disabling disease by at least 14 percent [7]. Moreover,
McLean et al. showed in a Cochrane review that RPM can
increase the quality of life of COPD patients and reduce
the number of exacerbations [8]. There is also evidence in
a review by Lundell et al. that RPM can improve physical
activity levels in COPD patients [9]. Pedone and Lelli, in
their review [24], reported a positive but nonsignificant
effect of remote care on hospital admissions and emer-
gency department visits. Similarly, McDowell et al. [25]
showed that RPM with self–management improves the
quality of life but does not significantly improve emer-
gency care.
More recently, Rassouli et al. investigated the association
between the COPD Assessment Test (CAT) and the risk
of exacerbation of COPD [26]. In this study, patients com-
pleted an online questionnaire focused on detecting an
acute exacerbation of COPD (daily) and the CAT (weekly).
The authors found that by completing the questionnaires
regularly, patients could assess their health status more
accurately. Also, the evolution of the CAT could help
assess the risk of future exacerbations.

2.2. VCAs for healthcare
Humans apply social rules in interactions with comput-
ers [27, 28]. VCAs enable this behavior by mimicking
interpersonal conversation. Therefore, compared to text–
based interaction, they are perceived as more socially
present (i.e., the perception of interacting with an in-
telligent being) [29, 30] and even more believable than
humans when it comes to information retrieval [31]. Sim-
ilar to existing screen–based conversational agents [32,
33, 34], VCAs can form a working alliance [35] with pa-
tients, which has a positive impact on treatment out-
comes [36, 37]. Recent works by Balasuriya et al. [38],
Ireland et al. [39], and Kadariya et al. [40] also suggest
that non–commercial dedicated VCAs can meet user ex-
pectations when supporting the prevention and man-
agement of chronic or mental illnesses. Furthermore,
speech interaction also enables passive monitoring and
analysis of voice samples for health applications, such
as Alzheimer’s [20], depression [21], schizophrenia [22],
and COPD [23].

3. Methods
Lena’s design and evaluation follow an iterative design
science approach, in which single capabilities are con-



Figure 1: Detail view of Lena – A) Patient interacting with
Lena. B) Front–view of Lena with open front. C) Front–view
of Lena without its housing. D) Raspberry Pi 4 with all the
connected components.

tinuously improved and eventually integrated into one
system.

3.1. Hardware
Lena consists of three hardware components: a Single–
Board Computer (SBC), a USB microphone, and a pair of
USB speakers. For aesthetics and protection, a wooded
loudspeaker housing contains Lena’s core components,
as shown in Figure 1. More precisely, Lena’s core consists
of a Raspberry Pi 4 Model B (cf. Figure 1. D.; Specifica-
tions: 8 GB RAM and 1.5 GHz processor) and a SanDisk
Ultra microSDHC of 16 GB. The USB microphone has
a sensitivity of −67 dBV/pBar, −47 dBV/Pascal ±4 dB,
the frequency ranges from 100 − 16kHz, and on–device
noise–canceling filters out the background noise. Finally,
the USB–powered speakers are connected to the 3.5 mm
jack port of the SBC. Their frequency ranges from 50 to
20′000 Hz.

3.2. Software
3.2.1. Operating system

The SBC used to power Lena runs LineageOS, a free
and open–source operating system based on the Android
mobile platform. This has the advantage that all apps
already available in the Google Play Store can also be
used on the Raspberry Pi after installing Open GApps.
The Open GApps Project is an open–source effort that
provides pre–built Google Apps packages. By installing
Open GApps, the Google Play Store became available, as
well as Google’s speech functionalities and APIs, which
will be discussed in more detail below.

Figure 2: Illustration of Lena’s embedded system. The sky
blue box represents the external inputs coming from the pa-
tient. The white boxes show the hardware components. The
light gray color highlights all the elements from which Lena
is built. Grey represents the operating system. The features
of the developed Android app appear in dark grey.

3.2.2. How Lena communicates

To engage with a patient, Lena must be able to (i) recog-
nize when the patient talks with it, (ii) understand the
patient’s speech, and (iii) to respond in an intelligible way.
The next three paragraphs describe the implementation
of these points.

Key phrase recognition To activate Lena, a patient
must utter the key phrase “Hello, Lena”. The developed
app recognizes this key phrase in real–time. After rec-
ognizing the key phrase, Lena starts speaking, explains
the conversation’s goal to the patient, and asks the first
question.
The key phrase recognition uses Vosk, an offline open–
source speech recognition toolkit that understands 17
languages and dialects.

Speech recognition To reliably understand the pa-
tient’s responses, Lena uses Android’s API. More specifi-
cally, the SpeechRecognizer, RecognitionService, and Rec-
ognizerIntent Android speech classes handle the speech–
to–text transformation of the patient’s speech. We im-
plemented speech recognition to operate purely offline.
In this way, the patient’s personal and sensitive data re-
mains on the device and does not need to be anonymized
by another algorithm, which could affect the quality of
the recording. To enable this functionality, the authors
had to specify the flag EXTRA_PREFER_OFFLINE in the
Android RecognizerIntent class. Furthermore, the offline
speech recognition package must be downloaded on the
device from the Language and Input section of the Lin-
eageOS system settings. Finally, the Android speech
recognition framework must be set to the one provided
by Google.



Speech synthesis Lena’s offline text–to–speech (TTS)
capabilities are also based on the Android API. The An-
droid class TextToSpeech converts Lena’s predefined con-
versational turns from text to speech. Other TTS APIs
(e.g., Amazon Polly, Google Cloud TTS, IBM Watson
TTS) could have been used to make Lena’s speech more
melodic and less monotone. However, the authors de-
cided to use the Android API, which allows speech to be
synthesized offline without installing additional software
packages while delivering an intelligible speech.

3.3. Experimental set–up
3.3.1. Patient recruitment & interaction with the

VCA

Four COPD patients (three male, one female) of age 69±5
interacted with Lena. In practice, Lena was framed as a
digital member of the medical team.
Three different hospital rooms served to conduct the in-
terviews (a furnished hospital bedroom, a doctor’s office,
and an examination room) to evaluate Lena under var-
ious circumstances. Also, one patient received oxygen
therapy while interacting with Lena. Before the interac-
tion with Lena began, the authors instructed the patients
on the nature of the questions that would be asked. The
patients were randomly recruited based on their previous
or current participation in a COPD–RPM study [41, 26].
In this study, patients completed a daily questionnaire via
their personal computer or smartphone. Rassouli et al.
were able to detect 60 out of 63 acute exacerbations of
COPDwith a sensitivity, specificity, positive and negative
predictive value of 95, 98, 26, and 99.9 %, respectively [41].
During the interaction, Lena asked and the patients an-
swered the following questions in German: (i) Do you
have more dyspnoea today, exceeding your usual varia-
tion?, (ii) Do you have more sputum today, exceeding your
usual variation?, (iii) Is your sputum today more yellow or
green, exceeding your usual variation?, (iv) Do you have
more cough today, exceeding your usual variation?, (v)
Do you feel febrile today?, (vi) Do you feel like having a
common cold today?, (vii) Do you feel unwell today, ex-
ceeding your usual variation? and (viii) Did you start to
take your emergency medication within the last 24 h?. This
time, however, the questions were asked and answered
verbally. By selecting these patients, it was possible to
objectively compare the speech–based solution with the
previously used screen–based solution.
Concretely, the patients sat in front of Lena, as shown in
Figure 1. After being triggered with the key phrase “Hello
Lena”, Lena began asking questions to capture a ques-
tionnaire of the patient’s perceptions of current COPD
severity. The questionnaire consisted of nine binary ques-
tions and one open–ended question. The latter referred
to the patient’s mood. Depending on the patient’s mood,

Lena would react differently, e.g., by telling a joke if the
patient was not feeling well. At the beginning of the
interview, Lena would ask the patient whether to use
formal or casual language throughout the interview. Fi-
nally, the eight other binary questions were aimed at
evaluating the patient’s health status.
At the end of the dialog, Lena would thank the patient
for sharing today’s symptoms with the study team and
switch back into an idle mode, waiting for the patient to
say the key phrase.

3.3.2. Evaluation and interview details

After the interaction with Lena, the patients were inter-
viewed by the study team for 20 minutes.
The first part consisted of filling out a pen and paper
survey with six questions evaluated on a 7–point Likert
scale (see Table 1). The questions aimed to evaluate Lena
and were based on the technology acceptance model [42].
Perceived enjoyment was defined as the degree to which
the activity of using technology is perceived to be en-
joyable [43]. Finally, relative advantage represented the
degree to which a novel application is perceived as being
better than the state of the art [44]. The second part
of the interview consisted of a face–to–face interview
between the patient and a member of the study team (see
Table 2).

4. Results

4.1. Acceptability
The patients understood Lena’s questions accurately (EOU1)
and felt that Lena understood their responses (EOU2).
They enjoyed conversing with Lena (ENJ1) and could
imagine using Lena at least once a day to complete the
questionnaire (ITU1), and found Lena useful (USE1). Last
but not least, patients would prefer to use Lena than the
existing screen–based solution (RA1). The entire conver-
sation lasted an average of two minutes.
After the conversation with Lena, the authors conducted
face–to–face interviews with patients to understand the
current system’s strengths and weaknesses. Table 2
shows a condensed summary of these interviews. All pa-
tients owned a smartphone (TECH1). Half of the patients
were already intentionally using a VCA in the context
of driving or reading a text aloud (TECH2). All patients
could imagine using Lena instead of the screen–based
application for a one–year study (ITU2). When asked
about the advantages and disadvantages of completing
the questionnaire orally, patients emphasized the ease of
use of Lena and that no login is required, which is the
casewith the screen–based study (ENJ3). Another patient
responded that interacting verbally with Lena would in-
crease compliance as it felt more engaging (ENJ3). Two



Table 1
Pen and paper survey questions and aggregated patient responses. SD: Strongly Disagree, SA: Strongly Agree

Construct Code Question–Item Answer Options Results (M ± SD)

Perceived ease of use EOU1 I understand Lena’s questions SD (−3) – SA (3) 2.75 ± 0.5
Perceived ease of use EOU2 Lena understands my answers SD (−3) – SA (3) 2.25 ± 0.96
Perceived enjoyment ENJ1 I was happy to respond to Lena’s questions SD(−3) – SA (3) 2.5 ± 0.58

Intention to use ITU1 I can imagine Lena to answer a few
questions daily

SD(−3) – SA (3) 2.00 ± 1.41

Perceived usefulness USE1 I find Lena useful to give my daily
assessment on COPD control study

SD (−3) – SA (3) 2.25 ± 0.96

Relative Advantage RA1 In the context of the planned
study, I would rather answer Lena
once a day than fill a questionnaire
on a smartphone for this purpose

SD (−3) – SA (3) 1.50 ± 1.73

Table 2
Face–to–face interview questions and patient answers. P: Patient, NI: No Idea

Construct Code Question–Item Answers (P1, P2, P3, P4)

Tech. Affinity TECH1 Do you possess a smartphone? Yes, Yes, Yes, Yes
Tech. Affinity TECH2 Do you already use a voice

assistant (Alexa, Cortana, Siri)?
No, In car, No, Read aloud

Intention to use ITU2 Would you be willing, as part of a study
on self–management of COPD, to answer Lena’s
questions by voice before going to bed or
when getting up for a period of one year?

Yes, Yes, Yes, Yes

Perceived
enjoyment

ENJ3 What did you like and dislike about Lena, especially in
comparison to the questionnaire on the smartphone?

Engagement, Ease–of–use,
NI, No login process

Perceived
enjoyment

ENJ4 Would you prefer to interact in Swiss German dialect
instead of German?

Yes, No, No, Yes

Improvements IMP1 What would definitely need to be improved about Lena? Intonation, NI, NI, NI
Improvements IMP2 What could possibly go wrong with

Lena’s questions or with your answers? What
should we consider in the development of Lena?

Power outage, NI,
NI, Holidays

shortcomings were that Lena sometimes took too long
to interpret her utterances, and one of the two testers
highlighted Lena’s intonation as a disadvantage (IMP1).
In their opinion, these two factors made the dialogue
sluggish at some moments. One patient was concerned
that Lena would not fit in his luggage when traveling
on vacation, and that in this case, completing the ques-
tionnaire would require a different solution (IMP2). P4
also pointed out possible risks caused by power outages
since the system needs to be plugged in (IMP2). Finally,
whether Lena should rather address the patients in Swiss
German dialect instead of German was answered posi-
tively by two patients (ENJ4).

4.2. Speech recognition
To evaluate Lena’s speech recognition capabilities, the
authors recorded and transcribed the interviews using a
smartphone phone. Lena saved the recognized speech of

each interview in JSON format. The patients could freely
answer Lena’s questions. However, to understand the
positive or negative connotation of a patient’s answer,
the algorithm searched for a keyword such as “yes” or
“no”.
All the interviews could be initiated with the key phrase
and completed by the patients. It took, on average, 2±1.41
attempts to trigger the interaction. Finally, the patient’s
speech transcribed by Lena perfectly matched the au-
thors’ transcription; all responses were correctly identi-
fied and transcribed.

5. Discussion
All COPD patients succeeded in triggering, understand-
ing, and interacting with Lena to complete the question-
naire. The speech recognition results indicate that the
prototype can understand the patients’ responses with
perfect accuracy and lead the discussion accordingly.



Also, all patients declared their willingness to use Lena
daily over a longer period (e.g., 12 months) (ITU1, ITU2)
and favored this voice–based solution over the original
screen–based application [41] (RA1). This suggests that
Lena qualifies for validation in a longitudinal study with
COPD patients.
Lena’s voice assistant capabilities rely onAndroid’s speech
recognition and speech synthesis andVosk’s speech recog-
nition APIs. All three can be used offline without trans-
ferring patients’ recorded speech samples to an external
server. With this approach, we recognize the sensitive
nature of medical and speech data and ensure privacy
and security.
Although the healthcare sector already uses VCAs [45,
46], this study provides the first insights regarding the
feasibility, relevance, and acceptability for such an appli-
cation for COPD patients. In contrast to the proposed
pen and paper or screen–based applications to collect
self–reports’ information, Lena provides a tailored ap-
plication for the elderly target population by verbally
capturing patient information without requiring interac-
tion with another person via a phone call or in–person
visit [41, 24, 9]. Moreover, recent work has suggested
the potential of speech (e.g., pause time, pause frequency,
prosodic features, a.s.o.) and cough [47] as a marker
of COPD exacerbations [23]. Considering that recent
research has also shown the feasibility to detect cough
events with high accuracy on devices with limited com-
puting power (e.g., smartphones [48]) and the ability to
continuously listen in the background, detect and count
coughs comparable to human annotators [49], we argue
that such a smart speaker system could not only collect
subjective information but also provide passively and
objectively measured parameters related to the health
status of patients with COPD.
The study population received Lena well in terms of use-
fulness, ease and intention of use, and enjoyment. Never-
theless, there is a need for a systematic and comparative
evaluation of the system (e.g., test the distance and direc-
tion in which the microphone was effective, test on older
adults with an absence of basic digital literacy skills) to
understand which aspects of Lena are best for patient
acceptance and better outcomes than standard in–person
care.
Patients welcomed completing the questionnaire without
having to sign in. However, for Lena to meet the same
data security standards as the state of the art screen–
based system, voice–based authentication could be used,
as it prevents unauthorized use and protects patient pri-
vacy [38].
Finally, Lena’s current version did not allow patients to
freely express their symptoms since the questionnaire
consisted only of binary questions. Nonetheless, using
a voice–based system allows patients to communicate
more naturally to provide more information about their

symptoms andmake information exchange seamless with
the medical team. The combination of the voice–based
questionnaires and the passively recorded data should
not only open a wide range of new research directions
but, more importantly, provide better support for COPD
patients.

6. Conclusion
This pilot study proposes Lena, a state of the art VCA
for COPD RPM. Lena interacts with the patient in a spo-
ken natural language to collect daily self–reports. This
first evaluation yielded promising acceptance results of
a VCA–based RPM application for COPD. All patients
also showed a willingness to integrate Lena into their
daily routine and saw its potential to improve future RPM
solutions. We plan to integrate and evaluate Lena in a
longitudinal observational study with COPD patients.
This research is a first step towards enabling scalable and
natural–language–delivered RPM to facilitate access to
health–related self–management services. It may also
help overcome limitations of text–based systems, such
as the lack of literacy of users in countries with low edu-
cation index, accessibility for the elderly population, or
even empowerment of patients with mental, motor, or
cognitive disabilities.
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