
Speech Emotion Recognition among Couples using the
Peak-End Rule and Transfer Learning

George Boateng
gboateng@ethz.ch

ETH Zürich
Zurich, Switzerland

Laura Sels
laura.sels@ugent.be
Ghent University
Ghent, Belgium

Peter Kuppens
peter.kuppens@kuleuven.be

KU Leuven
Leuven, Belgium

Peter Hilpert
p.hilpert@surrey.ac.uk
University of Surrey

Surrey, United Kingdom

Tobias Kowatsch
tkowatsch@ethz.ch

ETH Zürich
Zurich, Switzerland

University of St. Gallen
St. Gallen, Switzerland

ABSTRACT
Extensive couples’ literature shows that how couples feel after a
conflict is predicted by certain emotional aspects of that conver-
sation. Understanding the emotions of couples leads to a better
understanding of partners’ mental well-being and consequently
their relationships. Hence, automatic emotion recognition among
couples could potentially guide interventions to help couples im-
prove their emotional well-being and their relationships. It has been
shown that people’s global emotional judgment after an experience
is strongly influenced by the emotional extremes and ending of that
experience, known as the peak-end rule. In this work, we leveraged
this theory and used machine learning to investigate, which au-
dio segments can be used to best predict the end-of-conversation
emotions of couples. We used speech data collected from 101 Dutch-
speaking couples in Belgium who engaged in 10-minute long con-
versations in the lab. We extracted acoustic features from (1) the
audio segments with the most extreme positive and negative rat-
ings, and (2) the ending of the audio. We used transfer learning
in which we extracted these acoustic features with a pre-trained
convolutional neural network (YAMNet). We then used these fea-
tures to train machine learning models — support vector machines
— to predict the end-of-conversation valence ratings (positive vs
negative) of each partner. The results of this work could inform
how to best recognize the emotions of couples after conversation-
sessions and eventually, lead to a better understanding of couples’
relationships either in therapy or in everyday life.
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1 INTRODUCTION
Couples’ observation research has shown that the emotions that
couples experience during a conflict predict if these couples stay
together in the long-term (for an overview, see [19]). For instance,
couples heading for break-up show more negative emotions and
less positive emotions than happy couples, and are stuck in certain
emotional patterns [7, 18]. Although couples’ observation research
has delivered valuable clinical insights, it also suffers from mea-
surement issues such as low cross-validity and interrater reliability
[23] and entails some methodological challenges. One important
methodological challenge is the manual coding of audio-video data,
which is very costly and time-consuming [27]. Automated emotion
recognition could alleviate these limitations, and therefore advance
the field in important ways [36].

Several emotion recognition works on couple dyads use data
that is collected from individuals acting out dyadic interactions
either using a script or engaging in spontaneous sessions [5, 6, 32,
34]. A lot of emotion recognition works use such data sets [38].
The emotions are later rated by others amidst several challenges
[33] and do not necessarily reflect the subjective emotions of the
individuals. Additionally, these algorithms are likely to perform
poorly on naturalistic data [10].

On the other hand, there are few works on detecting the emo-
tional behavior of real couples. Some leveraged interaction dynam-
ics among the partners (e.g. entrainment — synchrony between
partners) [2, 28, 29] and salient instances [16, 17, 26] to perform
recognition. These works tend to use emotion labels from external
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raters rather than the couples and hence do not reflect the subjective
emotions of the couples.

Our aim is to build upon recent findings from fundamental
psychological research to automatically recognize couples’ self-
reported emotions. Specifically, couples literature has shown that
how couples feel after a conflict is predicted by certain emotional
aspects of that conversation (e.g., [13, 14, 21, 30, 31]); and recently,
it has been suggested that the emotional extremes and ending of the
conversation might be particularly valuable [44]. In fact, in a variety
of domains, it has been shown that judgments of emotional experi-
ences are most impacted by the most extreme moments (peaks) and
the end of that particular experience, known as the peak-end rule
[12, 25]. The peak-end rule could be leveraged to develop systems
to better recognize the emotions of couples.

Building upon our recommendations in [4], we investigate through
a machine learning perspective which segment(s) of an audio con-
versation could be used to best recognize the emotions of each
partner after a conversation. Our research question is as follows:

Using features of which of the following audio segments produce
the best emotion recognition result: a) segments with the most ex-
treme positive and negative ratings, b) the ending of the audio or c) a
combination of the extremes and ending?

In this first of its kind work, our primary contribution is the ex-
ploration of the best way to recognize the emotions of couples after
a conversation (5 - 10 minutes) through the peak-end rule lens using
deep learning approaches. Our secondary contribution is the use of
a unique dataset — real-world data collected from Dutch-speaking
couples with self-ratings of emotions. Our third contribution is our
proposal and computation of a "partner perception baseline" for
emotion recognition within the context of couples interactions that
leverage each partner’s perception of his/her partner’s emotions.

We classified the end-of-conversation valence (positive vs nega-
tive) of Dutch-speaking couples using acoustic features from vari-
ous segments of the audio and compared with the partner percep-
tion baseline. We used transfer learning, an approach used in deep
learning to circumvent the need to develop hand-crafted features
[11]. It is used to address the limitations of using small labeled
datasets and has shown success in various fields including emo-
tion recognition tasks ([35, 42]). The results of this work would
inform the best way to recognize the emotions of couples’ after
conversation-sessions and eventually, lead to a better understand-
ing of couples’ relationships either in therapy or in everyday life.

The rest of this paper is organized as follows: In Section 2, we
describe our method. In Section 3, we describe our experiments
In Section 4, we show and discuss the results. In Section 5, we
present limitations of this work and future work, and we conclude
in Section 6.

2 METHODS
In this section, we describe the dataset and preprocessing, and the
transfer learning approach (Figure 1).

2.1 Dataset and Preprocessing
A Dyadic Interaction lab study was conducted in Belgium with
101 Dutch-speaking, heterosexual couples. These couples were first
asked to have a 10-minute conversation about a negative topic (a

Figure 1: Overview of Approach

characteristic of their partner that annoys them the most), followed
by a 10-minute conversation about a positive topic (a characteristic
of their partner that they value the most) [9, 43–45]. During both
conversations, couples were asked to wrap up the conversation
after 8 minutes. For the negative topic, they were also asked to
end on good terms. After each conversation, each partner watched
the video recording of the conversation separately on a computer
and rated his or her emotion on a moment-by-moment basis by
continuously adjusting a joystick to the left (very negative) and
the right (very positive), so that it closely matched their feelings,
resulting in valence scores on a continuous scale from -1 to 1 [20,
39]. Additionally, each partner reported how they felt after the
interaction and also what they thought their partner felt, using the
Affect Grid questionnaire [41]. The Affect Grid captures the valence
and arousal dimensions of Russell’s circumplex model of emotions
[40].

Valence refers to how negative to positive the person feels and
arousal refers to how sleepy to active a person feels. Using these two
dimensions, categorical emotions can be placed and grouped into
the four quadrants: high arousal and negative valence (e.g. stressed),
low arousal and negative valence (e.g. depressed), low arousal and
positive valence (e.g. relaxed) and high arousal and positive valence
(e.g. excited). Subjects had to place an ‘x’ on any square on the
Affect Grid corresponding to their feelings about each conversation,
which translates to a value of between 0 and 8 each for pleasure
and arousal. We only used the valence dimension of the Affect
Grid because the continuous rating that the end-of-conversation
emotion was compared with was done only using valence. The
continuous rating was restricted to valence to minimize the time
spent by subjects in the lab and also because it is standard practice in
such dyadic interaction designs. We categorized the valence scores
into two classes, negative (0-4) and positive valence (5-8) for males
and females. Also, we only used audios from the negative/conflict
conversation in this work. We could use only 92 out of the 101
audios in this work as some of the data was unavailable due to
several issues peculiar of real-world data collection such as missing
self-ratings due to failure of the recording device, lack of speaker
annotations for all couples among others. In total, for males, we
had 22 negative and 70 positive ratings and for females, we had
16 negative and 76 positive ratings. This distribution shows how
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significantly imbalanced the dataset is which is reflective of real-
world data and consistent with other couple emotion recognition
works (e.g. [8]).

The audio was manually annotated showing which partner was
speaking at various points of the audio. Trained research assistants
(5) were instructed to listen and visually inspect the audios, and
annotate the exact start and end of each talking turn for each part-
ner. In addition, students coded pauses, cross-talk, and noise and
laughter. Multiple rounds of checking were done to ensure this
process was precisely done. We used the segments of the audio
where the male or female spoke to extract audio segments corre-
sponding to the peaks and ends for each partner. For the peaks, we
used the continuous valence rating to find the specific second with
the largest negative value (minimum) and the specific second with
the largest positive value (maximum). We then used the speaker
turn containing that specific second as the peak segment (each for
the minimum and maximum). The average duration of the peak
segments for all the couples was 3.5 seconds. For the ending, we
used the last 60 seconds of the audio corresponding to 10% of the
whole audio (600 seconds). There was no reference in the literature
for the duration to use for the end and so we picked 60 secs (the
last 10%) as we reasoned it will capture a good enough duration of
each couple’s interaction without being too long.

Finally, we computed a partner perception baseline for the con-
text of emotion recognition among couples. We used the assessment
of each partner’s perception of his/her partner’s emotion at the end
of the conversation to compute the baseline. This baseline gives
an estimate of how well each partner could infer his/her partner’s
emotion after an interaction. We argue this is a good enough human
baseline with which to compare the machine learning approach
since a person’s partner, in theory, is the best person to know him
or her albeit this perception is biased in practice [46].

2.2 Transfer Learning Approach
Given that the data set is small, we sought to leverage work that has
been done for a related task and hence used transfer learning [35]
where we used a model that is pre-trained on a similar problem.
We extracted spectrograms and used a pretrained convolutional
neural network (CNN) to compute embeddings as acoustic features
which we used to perform classification with machine learning
models. We used the YAMNet model [1] which is a CNN that was
pretrained on the AudioSet dataset to predict 521 audio event classes
[15, 22]. YAMNet is based on the MobileNet architecture [24]. We
used the YAMNet model as a feature extractor and hence replaced
the original final logistic layer which outputs 521 class with a linear
support vector machine (SVM) which we trained.

We extracted a spectrogram as an input into the YAMNet model
in the same way as was done for the trained model. The audio’s
sample rate is 16 kHz. A spectrogram is computed using magni-
tudes of the Short-Time Fourier Transform with a window size
of 25 ms, a window hop of 10 ms, and a periodic Hann window.
A mel spectrogram is computed by mapping the spectrogram to
64 mel bins covering the range 125-7500 Hz. A stabilized log mel
spectrogram is computed by applying log(mel-spectrum + 0.01)
where the offset is used to avoid taking a logarithm of zero. These
features are then framed into non-overlapping examples of 0.96

Table 1: Results for Peak, End andPeak-EndApproaches and
Baseline

Approach Balanced Accuracy (%)
Male Female

Partner perception 73.2 74.3
Peak 48.8 74.8
End 50 58.6
Peak-End 53.3 54.4

seconds, where each example covers 64 mel bands and 96 frames
of 10 ms each [1]. This resulted in a 2D data of size 96 x 64 for each
second, which we used as a data point input to the YAMNet model.
The output of the model is a 1024-dimensional feature vector per
data point input of size 96 x 64. We then normalized the vectors to
be zero mean and unit variance and then used the features vectors
as inputs to a linear SVM.

3 EXPERIMENTS
We performed various experiments using a linear SVM and the
scikit-learn library [37]. We trained models separately for males
and females to perform binary classification of valence. Our main
models were trained using features from the peak, end, and peak
and end (peak-end).We usedmajority voting of the classification for
all features to decide the class for the audio segment. We performed
an evaluation with leave-one-couple-out cross-validation similar
to [8] which is a robust evaluation approach and gives an estimate
of how well the model will perform on an unseen couple. We used
confusion matrices and the metric balanced accuracy for evaluation
since the data is imbalanced. Balanced accuracy is the unweighted
average of the recall of each class. We used different values of
the hyperparameter “C” ranging from 10−4 to 101 for separate
models and present results for the hyperparameter that produced
the best results. We used the “balanced” hyperparameter for all
models of the SVM to account for the class imbalance while training.
We compared our results to a random baseline equivalent to 50%
balanced accuracy and our proposed partner perception baseline.

4 RESULTS AND DISCUSSION
We report the results of the best performing models in Table 1. The
peak approach which used about only 1.1% of the whole 10 minute
audio performed the best for the female model with 74.8%, outper-
forming both the random and partner perception baselines. Yet, it
performed the worst for the male model. The peak-end approach
performed the best for the male model with 53.3% albeit worse than
the partner perception baseline and slightly better than the random
baseline. Figure 2 and 3 show the confusion matrices of the best
models for male and female respectively.

The peaks performing better than the end in predicting end-of-
conversation affect (though for female partners only) is consistent
with the results of [44], in which the peak rating was more predic-
tive than the end. The peak approach produced the best results likely
because the peak segments contained the most extreme emotional
expressions (acoustically). This result was not the same for the male
partners for whom the results for peak and ends were similar and
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Figure 2: Best Male Result Confusion Matrix (Peak-End Ap-
proach)

Figure 3: Best Female Result Confusion Matrix (Peak Ap-
proach)

worse than the baselines. This result suggests that the male partners
may not have been more emotionally expressive (acoustically) at
the peak segments than at the end. This reasoning is speculative and
hence further investigation is needed using, for example, linguistic
features before any conclusions can be drawn. These results points
to the need to develop methods that can automatically identify the
speaker turns with the most extreme emotional expressions, after
which acoustic features can be extracted to get accurate end-of-
conversation emotion predictions. This work is one step towards
our goal to recognize the emotions of German-speaking couples in

daily life based on 5 minutes of multimodal data from conversation
moments which we are currently collecting [3].

5 LIMITATIONS AND FUTUREWORK
In this work, we did not perform an evaluation with the whole audio
or random segments as the focus was on the peaks and ends. Hence,
we used random and partner perception baselines for comparison.
Future work will use the whole audio, and random segments. Also,
we focused on valence since that was the only dimension rated in
the continuous rating. Future work will need to collect data with
the arousal dimension and explore using the arousal dimension.
Those results could be used together with this work to identify the
right quadrant of the Affect grid and consequently, the kinds of
emotions the person may be feeling. Additionally, we only used the
negative/conflict conversation. These experiments will be repeated
with the positive conversation and results will be compared to the
results of this work. Furthermore, this work focused on evaluating
the segments using acoustic features. We currently do not have
manual transcripts of the data and automatic speech recognition
systems that we tried out did not work well for this Dutch-based
speech data. Hence, we plan to get manual transcript of this data
and use linguistic features also. Additionally, given that the contin-
uous ratings were done for the whole conversation including the
speech of both partners, the peak rating of each partner may not
always overlap with a speech segment of that partner. Hence, we
first extracted the speaker turns of each partner, and then found
the speaker turn with the peak rating. Consequently, the most ex-
treme rating overall may not have used. We extracted and used
features from both positive and negative peaks. Future will evaluate
using the positive and negative peaks separately and using different
durations surrounding the peaks and ends. Additionally, we plan
to perform a similar evaluation using self-reports other than the
Affect Grid such as ratings for happy, sad, etc.

6 CONCLUSION
In this work, we performed an evaluation of the segments of an
audio conversation that best predicts the end-of-conversation emo-
tions of couples.We leveraged the peak-end rule, and a used transfer
learning approach to extract features from (1) the audio segments
with the most extreme positive and negative ratings, and (2) the
ending of the audio. We used a pre-trained CNN to extract these
acoustic features and a linear SVM to perform binary classification
of the valence of partners. Our results showed that the segments
from the peak produce the best results for recognizing the emotions
of female partners and the approach was better than the partner
perception baseline. This first-of-its-kind work contributes an eval-
uation of an approach that could be leveraged to best recognize
the emotions of couples and then potentially used to improve the
emotional well-being and relationship quality of couples via inter-
ventions.
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