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ABSTRACT

New technology can scare people. As the Auto-ID Center introduces its new technology, people around the world will seek assurance that neither they nor their rights are threatened. Unless this assurance can be made and is believed, the technology may fail.

Over the past two years, the Center has conducted extensive research to understand public response to its technology, including focus groups and expert interviews in five countries. The reactions can be summarized as 'neutral to negative'. People are willing to accept the technology if, and only if, they can be confident there is appropriate protection from risk and abuse. Privacy rights and health protection are most often cited as areas where reassurance is necessary.

This paper discusses how such reassurance could be provided. It is not a proposal or a strategy, but rather is intended to frame, aid and inform constructive discussion. As such, it does not represent an agreed policy of the Auto-ID Center, the Massachusetts Institute of Technology, or any person or organization affiliated with the Auto-ID Center, either explicitly or implicitly. It is a discussion document, and nothing more.
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1. INTRODUCTION

New technology can scare people. As the Auto-ID Center introduces its new technology\(^1\), people around the world will seek assurance that neither they nor their rights are threatened\(^2\). Unless this assurance can be made and is believed, the technology may fail.

Over the past two years, the Center has conducted extensive research to understand public response to its technology, including focus groups and expert interviews in five countries. The reactions can be summarized as ‘neutral to negative’. People are willing to accept the technology if, and only if, they can be confident there is appropriate protection from risk and abuse. Privacy rights and health protection are most often cited as areas where reassurance is necessary\(^3\).

This paper discusses how such reassurance could be provided. It is not a proposal or a strategy, but rather is intended to frame, aid and inform constructive discussion. As such, it does not represent an agreed policy of the Auto-ID Center, the Massachusetts Institute of Technology, or any person or organization affiliated with the Auto-ID Center, either explicitly or implicitly. It is a discussion document, and nothing more.

2. THE ROLE OF REGULATION

Providing public reassurance about new technology is a 4-step process [Figure 1]. First, the technology must be developed with all due consideration given to protecting the public interest. In the case of the Auto-ID Center, the technology has always been and must continue to be developed with public rights in mind. Second, policy must be proposed to guide how the technology should, and should not, be used. Third, there must be a way to ensure that policy is implemented – this is the role of regulation. Last, there must be public communication about what is and what is not being done.

If there is a critical mass of public concern, these steps will always be taken by somebody. History suggests that if those developing new technology do not develop satisfactory policy and regulation, others will try to do it for them\(^4\). In extreme cases, the ‘policy’ will be a sledgehammer: a proposal that a technology must be banned, enforced either by law or by boycott, both of which can be equally devastating. Once significant public concern is evident, regulation of some kind should therefore be regarded as inevitable. The question facing the developers and adopters of a new technology, then, is not ‘Would we like regulation?’ but rather ‘What regulation would we like?’

---

\(^1\) Full information about the Auto-ID Center’s Electronic Product Code™ (EPC™) network is available at www.autoidcenter.org

\(^2\) See Brian Cantwell, ‘Why Technologies Fail…’, MIT-AUTOID-WHo6 for more detail.


\(^4\) See Brian Cantwell, ‘Why Technologies Fail…’, MIT-AUTOID-WHo6 for more detail.
3. OPTIONS FOR REGULATION

In its broadest sense, ‘regulation’ covers a wide range of options. At one extreme is pure ‘laissez faire’ where each entity makes its own policy and regulates itself individually as it chooses. At the other extreme is law: ‘policy’ made by legislators and enforced by nation states. In between are collective ‘self-regulation’ approaches, which can either be voluntary, with no penalties for deviation, or mandatory, where deviation can be penalized by the collective (e.g. Trade Body or Consortium) [Figure 2].

<table>
<thead>
<tr>
<th>OPTIONS FOR REGULATION COVER A RANGE OF POSSIBILITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laissez Faire (Make &amp; Follow own rules)</td>
</tr>
<tr>
<td>MORE FREEDOM</td>
</tr>
</tbody>
</table>

3.1. Evaluating Options for Regulation

Each option is a valid choice in different circumstances.

Laissez Faire works when there is no public concern – it provides great freedom to users or vendors of the new technology, but offers no reassurance to the general public, who are asked to trust that their freedom will not be jeopardized. Given the evidence of public concern we have seen to date, this paper assumes that ‘Laissez Faire’ is not a sensible option for EPC™ technology.

Collective self-regulation attempts to strike a balance between the desire to remain free of external regulation while reassuring the general public: it can only work if the public believes the process effectively addresses their concerns. It allows stakeholders to directly influence the policy making and implementing process, and is less susceptible to global variations (below). It can also move at a faster pace than legislative processes, which can be an advantage in the fast-moving world of electronics and digital technology. The differences between voluntary and mandatory self-regulation are discussed later.

Laws governing the use of new technology are the most extreme form of regulation. They offer the most reassurance to the general public (in proportion to the public’s trust in their government and legislative process), but control is placed in the hands of the state and its political mechanisms. Legislation is a likely outcome if public concern is not addressed sufficiently and quickly via another method. Regulation is most often a ‘one-strike and out’ game: failure to address public concern can quickly lead to legislation, with potentially more aggressive or punitive laws than may otherwise have been passed.
4. REGULATION AND GLOBALIZATION

Commerce is global but government is national. One effect of legislation on global companies is the imposition of different rules and regulations in different markets. This can add complexity, increase costs and inefficiencies, and make global strategy difficult. It may also force a global business to take a ‘lowest common denominator approach’ and follow the most restrictive regulations everywhere. In nations where significant legislative powers are held locally (such as the United States) legislation can also mean varying rules within a market. These geographic discrepancies and the complexity they create, coupled with the lack of direct influence over policy, can make legislation a worst-case regulatory scenario for global businesses. Well-executed collective self-regulation, on the other hand, can in theory satisfy the public around the world and make legislation unnecessary – or at least minimal – everywhere.

5. SELF-REGULATION: MANDATORY VERSUS VOLUNTARY

The option for mandatory self-regulation – that is, ‘follow the rules or there will be penalties’ – exists in any area where there are technical or legal means to enforce policy. This is the case with EPC™ – there are a number of remedies available to give ‘teeth’ to mandatory self-regulation. The most extreme of these is deregistration from the Global Root Object Name Server, which could render a company’s EPC™ useless beyond its own walls. Other remedies, for example based on license conditions, are also feasible. Either mandatory or voluntary self-regulation could therefore be applied to the EPC™ Network. The word ‘mandatory’ can repel some people automatically, but there is nothing more mandatory than the law, and mandatory self-regulation has advantages over legislation. Specifically, self-regulation can be the same globally, and businesses can exercise far more control over the policy development process. Mandatory self-regulation requires work and collective willpower. There needs to be a process for investigating whether policy is being followed, and a readiness to address non-compliance. This is not as easy as a laissez-faire or voluntary approach.

Voluntary self-regulation has the advantage of reserving the freedom of each individual company, but may instill less public confidence. It also runs an obvious risk: one ‘bad apple’ that ignores the regulations and misuses the technology either deliberately or in ignorance may precipitate legislation for everybody and, even worse, do harm to somebody. This possibility naturally increases with every new user and every new country that adopts the technology.

6. FORMULATION OF POLICY

How policy is formulated should be a central question in any discussion of regulation. One advantage of self-regulation is that it is easier for business users to influence policy in a self-regulatory environment. It is therefore reasonable to consider how policy might be formulated if self-regulation for use of EPC™ were to be adopted.

The best policy development processes considers the interests of all stakeholders with sincerity, honesty and balance, and are based on good information. In the case of EPC™ there are three groups of stakeholders, each of whom should be represented equally and independently. These are the public, the Business community (divided between vendors and users) and the Research community. [Figure 3]
Each group has an essential role to play in policy development.

The public is the ultimate customer for regulation, the main purpose of which is to protect the public interest. The public would be represented in the policy development process by the Auto-ID Center’s independent Policy Advisory Council, who could also conduct outreach and dialogue with special interest groups, consumer advocates and other public representatives [Figure 4]. Details of current Council members are given in an appendix to this document.
Researchers have a vital role to play in the policy development process. Unencumbered by commercial interests, they can offer objective perspective on what is possible technically, both in terms of abuse of the system and also means of protection from abuse. They can anticipate future considerations, and can also use what they learn in the policy development process to continuously improve the security of the technology in the public interest.

Business representatives from both the vendor and user community must be involved in policy development – indeed, the opportunity for them to influence policy so directly is one of the main advantages of self-regulation over legislation. Why must business be involved? One reason is that business users and their vendors have to be able implement any policy that is proposed. A policy that cannot be implemented – for example because it is impractical or not economical – has no value.

Small groups representing each of these three stakeholders should meet regularly to continually refine policy via a consensus-driven process. These small groups could, of course, be delegates or subsets of larger caucuses.

7. CONCLUSIONS

This is a discussion document. Its purpose is not to recommend a course of action, but rather to frame debate. That said, some conclusions and comments about regulation of the EPC™ network appear to be self-evident:

- The public needs to be reassured about the use of EPC™ technology. It is not enough to create policy. There must also be a process for implementing policy. A ‘Laissez Faire’ approach is unlikely to be acceptable. Some form of regulation therefore seems inevitable.

- From a business perspective, self-regulation has advantages over legislation. It is better suited to a global trading environment, and allows for more direct business influence over policy and its implementation. It may also be preferable for some legislators, as it can move faster to keep up with changing technology.

- Mandatory self-regulation of the EPC™ network is feasible, if desired.

- Any attempt to self-regulate must be a sincere attempt to protect the public interest, or it risks backlash and potentially severe legislative consequences. Putting business freedom before public freedom is a mistake.

Further discussion among stakeholders is required before any decisions can be taken, but it seems clear that decisions must be made very soon. As the Auto-ID Center’s Field Test and other EPC™ pilots progress during 2003, and press coverage of this activity increases, the public will need the reassurance of an acceptable usage policy, and an acceptable means of implementing it, and soon. If the Auto-ID Center community does not do this, others will rush to the task.
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