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Abstract—RFID system deployments require the configu-
ration, monitoring and data management of RFID readers.
This paper provides an overview of different services deployed
in intra-organizational RFID systems and analyzes system
architectures implemented today. We also compare emerging
standards developed by the EPCglobal community that aim to
standardize system interfaces and reader protocols in RFID
deployments. Our analysis distinguishes a centralized archi-
tecture, where a controller device or a software component
on an application server locally controls the RFID readers,
and an autonomous architecture, where the RFID readers
execute application logic and are managed by enterprise IT
management systems.

today’s RFID reader products. Section V presents different
system architectures that we identified. In Section VI, we dis-
cuss EPCglobal specifications that aim to standardize system
interfaces. Before we conclude in Section IX, Section VII
discusses the adoption of today’s EPCglobal reader protocol
standards and Section VIII presents potential enhancements
to existing specifications.

Il. RELATED WORK

There are a number of previous publications that discuss
requirements towards an RFID infrastructure and propose

system architectures [1]-[4]. The work presented in this
paper differs from previous work because we do not pro-
As the use of RFID systems increases, large scale dpese a particular system architecture but compare different
ployment of RFID are highlighting certain challenges. Thesystem architectures. We also focus in particular on emerging
management and control of large number of RFID readers ssandards in our analysis.
becoming an issue from a network administration perspec- Within the EPCglobal community, technology vendors
tive. This includes monitoring the health of RFID readerand end users that deploy the RFID technology have been
and maintaining a consistent configuration across all RFIorking jointly on the development of specifications that
readers. The shared nature of the wireless medium masandardize the interfaces between RFID tags, readers and
require coordination among the RFID readers to minimizenterprise IT systems. ThArchitecture Frameworkpub-
interference and comply with local radio regulations. Readefished by EPCglobal [5] provides a comprehensive overview
also do not operate independently but are sometimes trigf the EPCglobal standards. It shows how the different
gered by external sensors that need to be configured. interface standards are related and outlines the principles
Large number of RFID readers also create significant dathat have guided the design of the standards. HRE€global
volumes. The data captured by the RFID readers need to Bechitecture Frameworlkdoes not dictate a particular system
filtered and aggregated due to the presence of redundant ardhitecture, but leaves this to implementers who can choose
unwanted data. Most important, the captured RFID data hatlee system architectures that are most appropriate for their
to be interpreted in an application context to make the datéeployments. The analysis presented in this paper is thus
capture meaningful in the first place. complementary to th&PCglobal Architecture Framework
There are a number of different (partly proprietary) sobecause it provides insights into which system architectures
lutions to address some or all of the above mentioneare actually deployed. ThArchitecture Frameworkdocu-
challenges. This paper presents a taxonomy of the canent distinguishes a number of different roles, sucREED
responding system services and architectures. We aim Readey Filtering & Collection and Capture Application
provide a comprehensive understanding of common industeach of which implements a set of different services. Rather
practices and thus facilitate future deployments and possiltiean classifying the services as roles which are implemented
standardization activities. We also discuss how these system a particular device as in thEPCglobal Architecture
architectures relate to emerging standards and how theSs@amework we categorize them as base, configuration, mon-
standards could possibly be enhanced to support future RFi@ring and data processing services.
deployments. In WLAN access point deployments, the management,
The paper is organized as follows. Section Il discussesonitoring, and control of large numbers wireless access
related work. Section Il presents a number of different sepoints also represents a challenge. In the WLAN domain,
vices and components that are commonly found in an RFlihere are a number of different approaches to administer
deployment. In Section IV, we discuss the services offered BYYLAN access points as discussed in [6]. This paper shows

I. INTRODUCTION
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general purpose memory on fa

transponder
that today’s RFID system architectures have some similar-Transponder Deactivation Disables the transponder for pri-
ities with the WLAN access point architectures. However; vacy reasons
the paper also shows that RFID systems offer a number of TABLE Il

services that do not have equivalents in the WLAN domain,

L . CONFIGURATION SERVICE SET (CSS).
such as application dependent data processing. In WLAN, the

need for central control stems from wireless node mobilit{ Service Description
and network security neither of which apply in the same Network Interface Config- Discovers and sets reader networking
. uration parameters and identity, e.g. the IP ad-
way to RFID. In this document, we also leveraged some of dress
the concepts introduced in the WLAN domain, such as theFirmware Management Distribute and manage firmware version
distinction of different service sets. __ onreaders
Antenna, Tag Population Specify reader antennas and tag popu-
& Memory Selection lation to be inventoried. In case of tal

. RFID SYSTEM SERVICES memory access, specifies memory fields

In this section, we discuss services provided by differe tB Service Set Schedul g?eﬁcceﬁed © BSS _ h
el [P ase Service set schedul- sets now dirreren services, su
components within an RFID systen‘m This |ncl.u,des dgta a ding as tag inventory, access, and deactia-
device management, control, and ‘over-the-air’ services. In tion, are triggered and stopped

the remainder of the paper, we will show how these servicesRF Transmitter Configura- Sets transmit channel, hop sequence,
ar? provided by diﬁeren_t entities in different RFID S,yStem ar 2?rn Interface  Protocol- gﬁiﬂ?irgﬁtrgg\:ilrenririgr (r:i?i(ijnegrsand modul
chitectures. Our analysis of the RFID system services beginspecific Configuration tion parameter of a specific air interfage
with the base service set (BSS) specified in the air interface protocol on the readers
communication standards. These air interface standards that
specify the ‘over-the-air’ interface between one or more
transponders and a single reader [7], [8] define the servicagd coding parameters (cf. Table II). The configuration phase
listed in Table I. In order to facilitate these services, the aimight also comprise specifying which base reader services
interface standards also specify physical layer properties sugtch tag identification or tag memory access are executed
as coding, modulation, timing, and data link layer propertiedpon the appropriate triggers. Readers can also be configured
such as medium access schemes. These base services (B8)nly use certain antennas and select a particular tag
are in practice triggered in a number of different ways, e.qeopulation over the air interface. The latter avoids that the
by external sensors, by external applications, by timers diwanted data need to be filtered out post-capture (cf. Fig. 2).
the readers, by the detection of certain tags, and by humandParameters characterizing the network interface or regu-
who press a button on a handheld. latory region are configured once and unlikely to change
This BSS is supported by a number of additional serviceduring the operation of the RFID reader. However, there
that configure, control and monitor the system componeng&€ also some configuration parameter that will be changed
that carry out these services and process the data capturégguently depending on the type of application. Examples
We distinguish different service sets according to differerinclude transmit power adaptation for distance estimates,
phases of the RFID operations (cf. Fig. 1): Configuratiotransmit channel changes for interference avoidance and tag
services are executed before any base services are execupggpulation selection to avoid reading a ‘parked RFID tag’
monitoring services are running while base services agontinuously. The result is that the frequency at which the
executed and data processing services are executed oncerg@sler configuration needs to be modified and the resulting
base services returned captured data. In case of mem@gupling between base and configuration services is use case
access and deactivation, the processing of the captured tag
ids can trigger subsequent base services such as tag memory

Inventory Process

access. Reader Ccw [ Ack cw
Prior to any data capture, the networking and radio module
embedded in a reader needs to be configured appropriatehag

The configuration service set (CSS) is responsible for setting
network parameters, such as IP addresses, but also BE 2. “Select” command in the EPCglobal UHF Class 1 Generation 2

parameters such as transmit power and frequency chanpgltocol (1ISO 18000-6C) [7]. A particular tag population is selected before
and air interface protocol-specific parameters, such as timitigg inventory process is initiated with the “query” command.
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dependent. On the one hand, there are those applications tl  erc example format: CompanyPrefix.itemReference SerialNumber,
are unlikely to require changes to the initial configuration B0 ootz
of the reader (cf. Fig. 1). After the initial configuration, the
reader executes base services and asynchronously notifiesgide s Fitering and aggregation of RFID data: data of the two dock
data consumers about tag data captured. Such applicatiosr readers are combined, duplicate EPCs are eliminated, EPC 11.49.40 is
allow for the separation of the control and data plane. Oﬂtereq out, and qu_antities of product categories are calculated. Eliminated
L . . ‘reads’ are shown in grey.
the other hand, there are those applications that require tlght
coupling between base service execution and configuration
services with frequent updates to the configuration (cf.
Fig. 3). In the latter case, the separation of control and daB§eProcessed the captured RFID data.
plane is not feasible. While filtering, aggregation and tag data translation typ-
The data processing services (DPSS) include services th@lly uses predefined operators, data interpretation often
clean the data captured by filtering out tag IDs of no interesglies on custom developed application logic that processes
to applications and computing aggregates over the tag dahe incoming RFID data. This results from the significantly
captured. This includes aggregates in the time domain, whepgoader scope of this service when compared to aggregation
entry and exit of tags in the read range are determined, afé filtering. However, there have been a number of (commer-
aggregates in the space domain, where the data captuﬁé@“) efforts to define standard workflows for typical RFID
across multiple reader antennas or even readers are compi#eglication such as dock door receiving. While standardized
(cf. Fig. 4). Since there is frequently some uncertainty aboytorkflows can reduce the amount of custom application
the true location and movement of an RFID transpondéoftware development required for each deployment, varia-
relative to the reader, there are additional services th#ens from the standardized workflow in real-world processes
eliminate so-called ‘false positive’ reads and that possibifypically still result in customization and additional software
even estimate the movement of RFID transponders. Oth@gvelopment.
services include tag data translation and persistent storage. It is worthwhile to mention that the ‘filtering’ can also be
Messages exchanged between different distributed servigegrformed by limiting data capture to a subset of reader and
travel over a number of communication nodes. This mearigader antennas in the first place and by selecting a specific
that some messages may be lost in transit. Additionally, it ¥g population (cf. Table Il and Fig. 2). The filtering is then
possible that either the recipient’s or the sender’s system fagéfectively carried out over the air interface by configuring
while a message is in transit, leaving the system in a state &fe reader appropriately. In ISO 18000-6C, this is achieved
confusion as to whether a given message has been procesggdexecuting one or more ‘Select’ commands before an
or not. Reliable messaging protocols provide guaranteed eriiventory round is initiated with a ‘Query’ command. Since
to-end delivery of messages. Reliable messaging refers t&gs might miss a ‘Select’ command that deselects them and
the ability to deliver a message once and only once to ignly receive the subsequent ‘Query’ command, ffiltering’ is
intended receiver, to deliver messages in order, and to maRerformed over the air interface as well as in software. Even
the failure to deliver a message known to sender and receivéggregation in the time domain can be performed over the air
interface using advanced features in air interface protocols
The DPSS also includes services that interpret the RFIBUCh as persistent inventory flags in ISO 18000-6C. In many
data captured in an application context to generate the cor@pplications, RFID tags are still identified multiple times
sponding application events. For a supply chain applicatiot¢hile they are in the read range due to multipath effect and
this might include matching the detected tag identifierd becomes a necessity to compute entry/exit aggregates in
against a list of identifiers in an electronic advance shippingoftware.
notice. The result of the data interpretation can be the gener-There are also a number of different monitoring services
ation of a business event such as ‘Shipment complete’ to €kISS) that observe the health of the reader, the RF en-
enterprise resource planning system or a immediate feedbadkonment and the network connection to the reader (cf.
to local staff via a display. The application logic executionTable IV). These monitoring services are essential to operate
service is typically utilized after the other DPSS servicetarge reader deployments reliably. Services include heartbeat
such as filtering, aggregation and tag identifier translatiomessages exchanged between reader and monitor to detect
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DATA PROCESSINGSERVICE SET (DPSS). adequately. Instead, the capabilities built into today’s reader

are quite diverse. On the one end of the spectrum, there are

Service Description readers that focus on providing the base service set (BSS).
Filtering Rem]?ves _lénwafnted tag idegtifiers gromdhe On the other hand, there are readers that allow for custom
set of tag identifiers captured, e.g. based jon : H
the product type or manufacturer encoded code to be executed on the readers itself, which aI_Iov_vs the
in the identifier. readers to operate autonomously [9]-[11]. The majority of
Aggregation Computes aggregates in the time domain  RFID readers currently available provide some limited data

Egg:z)yslswrte:geerntz%t:r?ga;hZn?jp?ggdg?sn)%e;?w processing services (DPSS), such as pre-defined filters and

generates the corresponding ‘super-everits.  aggregates over the RFID data captured. This includes the
Identifier Translation Translates between different representdtion post-capture elimination of redundant reads and the accu-

of the identifier, e.g. from raw tag objeqt : :
identifier in hexadecimal format to EPC in mulation of tag reporting across antennas [12]. Reader also

URN notation compute entry/exit aggregates [13]. Some RFID reader prod-
Persistent Storage Stores RFID data captured for future appli- ucts also provide limited persistent storage space so no data
cation requests H H H H H
Reliable Messaging Allow RFID data to be delivered reliably|in are lost durlng a commun!catlpn Ta_lllure with the. backend IT
the presence of software component, system  Systems. RFID readers with significant computing resources
' and netV;lolrk failures deof £ execute application code on the reader platform [9]-[11]. The
Location/Movement  Detects false positive reads of far-away tags ; :
Estimation that are outside the “typical’ read range ahd result. is that.the RFID reader can controll independently all
estimate the direction of movement local interaction, e.g. with sensors and displays. The reader

Application Logic Interprets the RFID data captured in g
Execution application context and generate the cor-
responding application events, e.g. detect

=}

only transmits the application dependent high-level events
that result from the data processing, e.g. verifies a shipment

whether a shipment is complete against an advance shipping notice and sends a ‘shipment
complete’ event to the enterprise resource planning system.

TABLE IV From a configuration service perspective (CSS), most
MONITORING SERVICE SET (MSS). RFID readers allow users to configure RF transmitter set-

o Sese tings, network interface, and antenna and tag selection
szg?k Connection C(hezglr:gr:g?the reader can communicate cap- parameters (cf. Table II). Basg serV|.ce sch.e.dullng without
Monitoring tured RFID data over the network network access, such as the immediate writing to memory
RF  Environment ChfeCk Rg ﬂ?isk;%lea%fi Ag;igzgenngeéfggg to  upon seeing a particular tag ID, was typically only found
'\Rﬂgg(litg:lrl:/?onitoring S%ﬁggsrthar?tlﬁe reader is up an Punning nd Or_] th_e RFID readers that allow users to_run Cu_Stom ap-
executing BSS as configured for example ~ plication code on the reader. However, since this feature
via monitoring the number of successfull-  js part of the recently released EPCglobal LLRP protocol,
failed read and write operations it will also be available on readers that support LLRP, but
do not provide a local runtime environment. Access to air
rotocol specific settings such as timing and modulation
arameters is often restricted, while application-dependent
§ttings such as dense-reader mode are usually exposed. Most
RFID readers allow systems that host monitoring services
(MSS) to check network communication, e.g. via heartbeat
messages. Frequently, there is also the possibility to monitor

Before we present different RFID system architecturesoise levels to measure RF interference. Readers can also
that provide the services listed in the previous sections, waonitor each other’'s health and adjust configurations in a
discuss the different RFID reader categories available greer-to-peer fashion. This is not a common practice today,
the market today. This is important because the differefiut has been demonstrated at trade shows. The configuration
architectures are heavily influenced by the type of readesmd monitoring services are thus almost exclusively carried
deployed. out by an additional device.

A typical reader is comprised of a radio module, a general
purpose computing module, a network interface, and general
input/output pins. The general purpose computing unit can In this section, we present different RFID system ar-
be a low-end microcontroller or an embedded processchitectures that are currently deployed throughout industry.
with significant computing resources. All readers providdhe analysis is based on interviews with companies which
the base service set mentioned earlier. Depending on thestalled RFID systems. Based on our analysis, we distin-
capabilities of the general purpose computing unit, differerguish two different architecture types: An autonomous and
reader types provide different data processing services. Whae centralized architecture (cf. Fig. 5 and 6). In practice,
one frequently distinguishes ‘dumb’ and ‘intelligent/smartthere are also a number of hybrid architectures that feature
readers or ‘thin’ and ‘fat’ readers to categorize readers withlements of both architecture types. The deployment dia-
different DPSS capabilities, we believe that such a binargrams that illustrate these architecture types have a number
distinction does not represent today's product landscamé different dimensions (cf. Fig. 5). Each box in the de-

network failures, the monitoring of antenna status, memorp
overflows and reboot alarms, and RFID interference updat
from the reader to the monitor.

IV. READER CAPABILITIES

V. RFID SYSTEM ARCHITECTURETAXONOMY
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ployment diagram represents a separate device. Each device same device. In both cases, the RFID readers provide
has a number of services associated which are grouped iftase services, such as tag identification and memory access,
base, configuration, monitoring, and data processing servicasid limited data processing services. The latter includes
The deployment diagrams also shows the communicatidhe elimination of redundant reads by computing entry/exit
link type (LAN/WAN) between different devices and groupevents and the aggregation of tag reads across different
devices which are hosted within the same facility, e.g. a stoentennas.

or distribution center.

Fig. 5 shows an architecture with a dedicated controllin In the autonomous architecture, there is no local controller,
device at each facility, where one or more RFID readers aRé/t the readers operate autonomously once configured appro-
deployed. We call this the centralized architecture because?Hately (cf. Fig. 6). Extensive data processing takes place on
(local) central device provides CSS, MSS and the majority dhe RFID readers themselves, where custom application code
the DPSS services. Existing enterprise IT monitoring systenR§0cesses the captured tag data. The readers send locally
do not monitor reader devices directly. Fig. 5 presents twe°MPuted business events such as ‘shipment complete’ to the
variations of this architecture type. Fig. 5(a) features §Nterprise information systems. Before the captured RFID
separate application serfeand a controller. The controller &€ processed in a business context, the data are typically
provides the CSS and MSS services and application-agnostitered and aggregated and tag identifiers are translated. To
DPSS services such as persistent storage of tag reads, idefi@@! With network and system failures, there is the need to
fier translation and aggregation across multiple readers. TRECVide reliable messaging and persistent storage services.
application server hosts customized application software thaf'€ readers are monitored and also configured via enterprise
process the captured RFID data in a business context. $fStém and network management tools. Each of the two

Fig. 5(b), these data processing services are deployed grfghitecture types has its own strength.s and weaknesses
with respect to performance, ease of maintenance and cost.

1 - . The most suitable system architecture is thus dependent
The term ‘Application Server’ refers here to a server that provides a

runtime environment for the application. While the term ‘application serverON the _SpeCIfI(_) application and enterpr_lse IT organlzatl_qn.
is often associated with enterprise-class servers that implement the Jdtstallations with hundreds of readers in the same facility

Enterprise Edition or Microsoft .NET framework, application servers hOSteﬁlpically favor a centralized architecture, while the deploy-

on-site in RFID systems feature often only a more lightweight executio fisolated d . | . . licati
environment. In an RFID context, these servers are often also referred to '&em ot isolated readers in remote locations or in applications

‘Edge Servers'. with significant local interactions with staff benefit from
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ARCHITECTURE TYPES AND SERVICES

The EPCglobal Architecture Frameworttefines a number

the autonomous architecture. In practice, there are magy ,,jes: RFID reader filtering&collection, reader manage-
hybrids of the architectures types presented here deployedsanqEpCIS capture applications]. In the ‘centralized

This includes autonomous architectures for readers in rem%h controller architecture we presented above, each of
locations and centralized architectures in facilities with Iargﬁ1e roles maps to one individual device in thé system

nt‘]mber of RIFID readershdeplc;]yed by the same organizatiog -itecture except for the controller that implements both
There are also cases where the RFID readers are monitoigd fjjteringgcollection and reader managementole (cf.
remotely, but the data processing is carried out on a Iocgkg_ 7()).

In the variation of the centralized architecture
server/controller.

o without a separate controller device (cf. Fig. 7(b)), the
There are a number of similarities between these afitering&collection reader managemernd EPCIS capture
chitecture types and the ones commonly found in WLANyppjicationrole are combined on the same device. In the au-

access point deployments. Yang et al. distinguished threghomous architecture, tHRFID reade filtering&collection
different WLAN architectures in his analysis [6]. There isgndePCIS capture applicationsles of the EPCglobal Ar-

an autonomous architecture where each wireless terminatiggitecture Framework are implemented on the RFID reader
point is an autonomous, physical device that implemenigs Fig. 7(c)). Each of the different roles in the EPCglobal ar-
all 802.11 services. These ‘standalone’ access points &FRitecture framework is associated with one or more software
configured and monitored via existing network managemeghecifications that standardize interfaces [14]-[20]. In the
systems. Yang et al. also identified a centralized architectuggiiowing subsections, we discuss each of these specifications

where a centralized controller (commonly referred to as &R the context of the service taxonomy presented earlier.
access controller) that controls and monitors the wireless

termination points but also acts as a bridge and router. Yaryy Discovery, Configuration and Initialization (DCI) and
et al. also describe a third type of architecture “in whictReader Management (RM)

the participating wireless nodes are capable of forming a The EPCglobal DCI specification [19] supports the CSS
distributed network among themselves, via wired or wirelesservices of network interface configuration and firmware
media” [6]. RFID system architectures are similar to thenanagement (cf. Fig. 8). The EPCglobal RM protocol [17]
WLAN architectures in that there is also the need to contralupports MSS servicéqcf. Fig. 8). RM does not expose
the access to a shared wireless medium, the devices neecty air interface protocol specific statistics, but reports noise
monitored, and possibly updated. RFID deployments diffgevels, transmit powers and failed tag memory access and
from WLAN deployments however when it comes to thedeactivation operations. RM supports the SNMP protocol and
data processing services which play no role in WLANhus facilitates the integration of RFID readers into existing
deployments. WLAN deployments are application agnostignterprise system monitoring tools which rely on the SNMP
and route messages from wireless clients. Control is requirggotocol.

to deal with node mobility and network security. There is no

need to interpret data captured over the wireless interface’!n addition to the support for monitoring services, the EPCglobal RM

d te th iate busi ¢ . RFj cification also allows hosts to selectively switch off reader antennas
and generate the appropriate business events as In ie¢ the ReadPoint.setAdminStatumethod. Strictly speaking, the latter

architectures. represents a configuration service according to our service taxonomy.
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Fig. 7. Centralized and Autonomous Architectures with associated EPCglobal Architecture Framework Roles [5].

B. Low Level Reader Protocol (LLRP)

4 Tag Data Reporting

= = m mn Configuration

In the recently ratified LLRP specification [18], there - -
is extensive support for the CSS and MSS services listed Device _ L) Monitoring
in Table 1l and IV. This includes the configuration of air gi‘:fizﬁ’,ii?n'"g LLRP Client ] [ LLRP Client
interface pqrameters, RF transmitter sefctings, base service @ — |
set scheduling, and antenna, tag population and tag memory : e ™
selection (cf. Fig. 8). The LLRP specification also provides Reader e
limited data processing capabllltles', such as aggregation LLRP Impl. LLRP It
across reader antennas. Thecumulation of TagReportData Base Services sace Sorvices

in the LLRP specification allows for the collection of tag
data across multiple reader antennas. The elimination of
redundant reads is possible in individual reporting cycles.
The computation of entry and exit event aggregates is néty. 9.  Simultaneous notifications to multiple data consumer are not
supported. The latter feature would eliminate the disseming{Pported by today's LLRP specification.

tion of tag data reports until a new tag ID is detected. There

is no support for the software filtering of tag IDs, but clients

can specify the target tag populations that gets identified oveystem monitoring services receive notifications to monitor
the air interface using the ‘Select’ command in 1ISO 1800Cthe health of the reader and connection. However, LLRP can
6C. be operated in conjunction with RM. This provides SNMP

LLRP is well-suited to standardize the reader interface iACCess to the reader status and statistics on successful and
the centralized architectures. LLRP allows controllers antpiled base service operations for remote system monitors.
software deployed on local application servers to schedule LLRP can also generate significant network traffic since
base services and to optimize performance by adjusting RiFere is no way to restrictagReportDatamessages to tags
transmitter settings and air interface parameters. The LLR#ntering and exiting the range of the reader when low
specification envisions only a single connection to a client #otification latencies are desired. The latter is not an issue
a time (cf. Fig. 9(a)). This allows for one device configuringfor local area connections, but can be problematic for wide
the reader and subsequently for another device to conn@ga connections. The binary communication protocol allows
to the reader to receive and process ffegReportData for efficient implementations on RFID readers, but requires
notifications. It does not permit sending tiiagReportData additional high-level tools for application developers.
to multiple data consumers (cf. Fig. 9(b)). LLRP by itself can LLRP features an extension mechanism that allows reader
thus not be used to support a deployment scenario where ajendors to define their own proprietary extensions that ex-
plications on the reader process the data captured and remptse custom feature sets. In our opinion, this is essential

(a) Single channel (b) Multiple reporting channels



since RFID reader vendors will only consider substitutingesults in frequent use of the additional ‘air interface aware’
their proprietary reader protocols for a standardized protoc@broprietary) protocol.

if the latter allows for extensions supporting proprietary RP supports DPSS services that are not included in the
features which are not part of the standard feature se&tlLRP specification. RP allows for the computation of entry
While LLRP in its current version only features support forand exit events, different tag ID representations and tag
the 1ISO 18000-6C air interface, the support for other aireport notifications to one or more data consumers. RP also
interface protocols is envisioned in future generation of thprovides an XML message binding that facilitates software

specification. application development, while LLRP relies on a binary
protocol that requires fewer resources on RFID readers. RP

C. Reader Protocol (RP) supports reliable messaging for the asynchronous naotification
channels.

The EPCglobal RP specification [16] takes a different Nearly all of the DPSS services in RP are optional in

approach to interface with a reader in two im_portant aspecife specification. This design choice seems to be a direct
When.co_mpared to LLRP', Wh'l,e LLRP comprises CSS, MS,q it of the heterogeneity of the reader landscape, where
and limited DPSS services in one protocol, RP fOCUSES,qer devices with significant computing resources were
on DPSS functionality (and limited CSS services) withyisioned to provide the majority of the optional features

the complementary EPCglobal specification RM supporting, 4 low-end reader devices would only support the manda-

MSS services.(cf._ Fig. 8). The second major difference iFt)ry features and possibly a small number of the optional

to as ‘air interface protocol unaware’. This represents atures.
deliberate design choice. The benefit of this approach is that
application developers are shielded from the details of RFID. Application Level Event (ALE)
operation. Software application development is facilitated The EpCglobal ALE 1.0/1.1 [14], [15] specifications pro-
by providing a standardized high-level RFID data reportingije a standardized interface to application-agnostic DPSS
interface. Another benefit of this approach is that there iseryices. ALE also supports the selection of readers, reader
no need to reach consensus on the configuration and contg@kennas and tag populations, which represents a CSS service
features to support in a standardized protocol and possibly oyr taxonomy. ALE 1.0 comprises a feature set similar
across different air interface protocols. An HF reader vendqp the EPCglobal RP specification: Filtering, aggregation,
can for example continue to use his own proprietary readesq igentifier translation, buffering of messages and notifica-
protocol to configure its readers, but the tag data reportingsns to multiple consumers, but the actual implementation
takes place via a ‘high-level’ reader protocol and is identica  gifferent. ALE relies for example on a web service
to the tag data reporting of UHF Gen2 or ISO 18000-6Bs0AP) transport protocol and provides a convenient ‘sub-
readers also using RP to report captured data. scribe’ mechanism where clients can register their standing
The drawback of this design choice is that the readejyeries/notifications with a single command. In RP, this
cannot be controlled and configured to the extent this iequires a sequence of individual messages. ALE 1.0 does
possible with today’s proprietary reader protocols or Witthot support tag user memory.
the recently released LLRP. It is for example not pOSSible ALE 1.1 represents a major advance over ALE 1.0.

to select a particular air interface protocol or an interferencgE 1.1 supports reading and writing to user memory on
avoidance features such as dense reader mode remotely. It is

also not possible to select a particular frequency channel to

minimize reader collisions. All of these represent standard «—— Tag Data Reporting
features offered by today’s vendor specific reader protocols. ® = mwu Configuration
Since access to these features is necessary at least during the

initial deployment, RP requires the use of another vendor Device

specific protocol to configure the reader appropriately (cf. ey
Fig. 10). In some applications, the configuration via another Monitoring

‘air interface aware’ (proprietary) protocol is only required —

at the time of deployment with no changes during operation.
In othe_r applications, RF mte_rference or changes in tag @
populations for example require frequent changes to the [Leve =P
reader configuration to maintain optimum performance. This [proprieay e ]

Base Services

Reader

SRP only allows for the CSS services of antenna and tag population
selection and limited base service scheduling. Via RP, clients can schedule
inventory ID operations, e.g. with timers, but memory access operatiodgd. 10.  High-level reader protocols such as EPCglobal RP and ALE
cannot be scheduled and need to be triggered remotely. require an additional (proprietary) protocol to configure the reader.



<ale:ECSpec> ALE <I1rp:ADD_ROSPEC Version="1" MessagelD="4"> LLRP
<ROSpec>
<ROBoundarySpec> \
<ROSpecStartTrigger> Start/Stop Conditions
<boundarySpec> <ROSpecStartTriggerType>Periodic</ROSpecStartTrigger..>
<startTrigger>http://example.com/triggerl</startTrigger> <PeriodicTriggerVvalue> Both LLRP and ALE 1.1 provide
<repeatPeriod unit="MS">20000</repeatPeriod> <0ffset>0</0ffset><Period>20000</Period> a number of different start and
<stopTrigger>http://example.con/trigger2</stopTrigger> </PeriodicTriggerVvalue> stop trigger mechanisms.
<duration unit="MS">3000</duration> </ROSpecStartTrigger>
</boundarySpec> <ROSpecStopTrigger>
<ROSpecStopTriggerType>Duration</ROSpecStopTriggerType>
<DurationTriggerValue>3000</DurationTriggerValue>
</ROSpecStopTrigger>
</ROBoundarySpec>
( <logicalReaders> <AlSpec> Channels N
<logicalReader>dock_1</logicalReader> <AntennalDs>1 2</AntennalDs> . .
</logicalReaders> . In ALE 1.1, multiple physical readers
and reader antennas can be mapped to a
single logical reader name.
N oe T J
<InventoryParameterSpec> Air Protocol & RF Configuration \
<InventoryParameterSpeclID>1</InventoryParameterSpecID>
<Protocol ID>EPCGlobalClass1Gen2</Protocol 1D> In LLRP, the air interface protocol to
</InventoryParameterSpec> be used is the only mandatory
<An:§:2:ﬁ2;rsi:$:rl1i;;na|D> parameter. ALE 1.1 is air protocol
<RFTransmitters unawarT an(lj?goes not expose air
<Channel Index>1</Channel Index> protocol or RF settings.
<TransmitPower>200</TransmitPower>
</RFTransmitter>
</AntennaConfiguration>
</AlSpec>
<reportSpecs> <ROReportSpec> Report Formatting
<reportSpec reportName="ENTRY_TAGS"> <ROReportTrigger>Upon_N_Tags_Or_End_Of_ROSpec
<reportSet set="ADDITIONS"/> </ROReportTrigger> B%h L.ERP a';df.ALEhl'l allow thfe
</reportSpec> <N>0</N> subscriber to define the content of
<reportSpec reportName="EXIT_TAGS"> <TagReportContentSelector> the asynchronous tag reports. ALE
<reportSet set="DELETIONS"/> .. supports a number of different
<groupSpec> <EnablelLastSeenTimestamp>true</EnableLastSeenTimestamp> aggregates: entry/exits, count and
<pattern>urn:epc:pat:sgtin-96:X.X.X.*</pattern> <EnableTagSeenCount>true</EnableTagSeenCount> grouping. In LLRP, only aggregation
</groupSpec> --- across reader antennas is supported.
<output includeCount=""true"/> </TagReportContentSelector>
</reportSpec> </ROReportSpec>
</reportSpecs> </ROSpec>

</ale:ECSpec> </11rp:ADD_ROSPEC>

Fig. 11. Specification of tag identification in ALE 1.1 and LLRP. The LLRPD_ROSPECmessage is represented in the LLRP LTK XML format
(www.lIrp.org).

tags. ALE 1.1 also provides new interfaces for defining tatgvel settings and does not expose them. The ALE 1.1 spec-
memory fields, for reader/reader antenna to location mappirfication uses ‘high-level’ representations for tag identifiers,
and for access control. such as the URI representations of EPCs defined in the

In LLRP and ALE 1.1, the primary interaction be- EPCglobal Tag Data Standard [21]. In LLRP, EPCs are
tween client and implementation for both tag identificarepresented as bit arrays (cf. Fig. 12). ALE 1.1 includes the
tion and memory access are similar. For tag identificationlogical reader API" which decouples the identity of reader
the ALE/LLRP client provides the implementation with devices and antennas from the names of the channels used in
a specification ECSpecin ALE/ROSpecin LLRP) that ALE subscriptions and reports. This permits the replacement
defines boundary conditions, channels to be used and tean RFID reader or a change of networking parameters
desired content and structure of the asynchronous repo¥¥ghout the need to update the application software. As men-
(cf. Fig. 11). The implementation executes this specificatiofiioned earlier, ALE also provides additional data processing
captures the RFID data and responds by returning the infdgtervices, such as count and entry/exit aggregates, which are
mation in the reports as requested (cf. Fig. 12). not available in LLRP (cf. Fig. 12).

For the tag memory access, the primary interaction se- For tag user memory, ALE 1.1 provides predefined mem-
guence is also similar for ALE 1.1 and LLRP. The clientory field names for elements specified in the EPCglobal
transmits a specificationECSpec for reading/CCSpec for Tag Data Standard [21] and support for ISO 15962. Both
writing in ALE/AccessSpedn LLRP) (cf. Fig. 13). The of which facilitate the programming of memory access
ALE/LLRP implementations respond by carrying out theoperations. In LLRP, tag user memory needs to be addressed
memory access operations on the tags and return reports tdaing memory banks, pointers and length. Masks need to be
describe which memory access operations were performegpecified as bit arrays (cf. Fig. 13). An ALE implementation

While the basic interaction is similar, there are a numbefan also service multiple data consumers simultaneously and
of conceptual differences between the LLRP and ALE 1.§lisseminate captured tag data to these. LLRP is a network
specification. LLRP allows the client to optionally specify airProtocol that supports a single established connection at a
interface protocol and RF transmitter settinglR@Speand {me on_ly _and does not support multiple clients with different
AccessSpe(cf. Fig. 11). The only mandatory air interface ‘Subscriptions’.
protocol parameter is the air protocol to be used, e.g. ISO The main use case of the EPCglobal ALE specification
18000-6C. The ALE specification abstracts from these lows on controllers and application servers in the centralized



<ale:ECReports> ALE

LLRP

<Ilrp:RO_ACCESS_REPORT MessagelD="7">

<reports>
<report name="ENTRY_TAGS">
<group>

<TagReportData>
<EPC_96><EPC>300833B2DDD9CAFEBABE8041</EPC></EPC_96>
<PeakRSSI><PeakRSS1>-45</PeakRSS1></PeakRSS1>

Asynchronous Tag Data Reportﬁ
In LLRP, the EPC is encoded in

<groupList> <FirstSeenTimestampUTC> N i o
<member> <Microseconds>1173287084425922</Microseconds> blnary/hexade_clmal notation. ALE 1.1
<epc>urn:epc:id:sgtin:0614141.112345.3</epc> </FirstSeenTimestampUTC> supports the different EPC formats
</member> <TagSeenCount><TagCount>696</TagCount></TagSeenCount> defined in the EPCglobal Tag Data
<member> <C1G2_PC><PC_Bits>12288</PC_Bits></C1G2_PC> Standard.
<epc>urn:epc:id:sgtin:0614141.112345._4</epc> <C1G2_CRC><CRC>39494</CRC></C1G2_CRC> 3
</member> </TagReportData> ALE 1.1 supports entry/exit aggregates,
</groupList> <TagReportData> aggregation across readers and reader
</group> <EPC_96><EPC>300833B2DDDICAFEBABEB025</EPC></EPC_96> antennas and the grouping of EPCs. In
</report> <PeakRSS I1><PeakRSS1>-47</PeakRSS1></PeakRSS1> LLRP, reports can only be accumulated
<report name="EXIT_TAGS"> <FirstSeenTimestampUTC> across reader antennas.
<group <Microseconds>1173287084425977</Microseconds>
<groupList> </FirstSeenTimestampUTC> LLRP provides a number of physical
<member> <TagSeenCount><TagCount>307</TagCount></TagSeenCount> layer parameter associated with the tag
<epc>urn:epc:id:sgtin:0614141.112345.5</epc> <C1G2_PC><PC_Bits>12288</PC_Bits></C1G2_PC> identification, e.g. received signal
</member> <C1G2_CRC><CRC>46692</CRC></C1G2_CRC> strength.
</groupList> </TagReportData>
</group>
</report> J

</ale:ECReports>

</11rp:RO_ACCESS_REPORT>

Fig. 12. Tag data reports in ALE 1.1 and LLRP. The LLRP.ACCESSREPORTmessage is represented in the LLRP LTK XML format.
<ale:ECSpec> ALE <Ilrp:ADD_ACCESSSPEC Version="1" MessagelD="5"> LLRP
/ <boundarySpec>. .. </boundarySpec> <AccessSpec> Start/Stop Conditions and Channels \
. . <AccessSpecID>1</AccessSpec1D> In LLRP, access operations
<logicalReaders>... </logicalReaders> <AntennalD>1 2</AntennalD> inherit the start/stop conditions
<Protocol ID>EPCGlobalClass1Gen2</Protocol 1D> N
<CurrentState>Active</CurrentState> from the corresponding ROSpec.
K <ROSpec1D>1</R0Spec1D> J
S coo Tag Memory Access
<reportSpecs> <AccessCommand> :
<reportSpec name=“reportl”> <C1G2TagSpec> The example shows a read operation
<reportSet set="CURRENT”/> <C1G2TargetTag> on a selected number of tags.
<f'1§?:i2f§>- -- <mB:1;/¥B;M cn ALE 1.1 uses pre-defined and user-
<Match>1</Match> . .
<includeExclude>INCLUDE</includeExclude> <Pointer>24</Pointer> defined memory field names ant_j
<fieldspec> <TagMask>1111 1111</TagMask> supports 1SO 15692 encoded strings.
<fieldnane>afi</fieldname> <TagData>1100 0001</TagData> In LLRP, the patterns need to be
</fieldspec> </C1G2TargetTag> defined in binary notation and
<patList><pat>xCl</pat></patList> </C1G2TagSpec> memory locations are addressed with
</filter>. .. <C1G2Read> pointers. Bit arrays returned need to
</filterSpec> <OpSpec1D>1</0pSpec1D> parsed with custom code.
<output> ... <AccessPassword>0</AccessPassword>
<fieldList> <MB>3</MB>
<field><fieldspec> <WordPointer>0</WordPointer>
<name>@3.urn:oid:1.0.15961.12.3</name> <WordCount>1024</WordCount>
</fieldspec></field> </C1G2Read>
</output> </AccessCommand>
</reportSpec> </AccessSpec>
</reportSpecs>

</ale:ECSpec>

</1lrp:ADD_ACCESSSPEC>

Fig. 13. Tag memory access (reading) in ALE 1.1 and LLRP. The LIA®®_ACCESSSPE@essage is represented in the LLRP LTK XML format..

architectures as an application agnostic interface (cf. Fig. 14)ode directly to LLRP. The application developer benefits in

where ALE exposes all those DPSS services that are commparticular from the high-level tag identifier and user memory

across different RFID applications, e.qg. filtering, aggregatiorepresentation in ALE 1.1. In LLRP, these are represented in
and tag identifier translation. The ALE interface also allow$inary notation. The drawback of ALE as a high-level reader
clients to select readers, reader antennas and tag populatipnstocol is the need for an additional (proprietary) protocol

and define tag memory operations. ALE does not providihat configures the reader, since the configuration of the RF
access to RF transmitter and air protocol settings. At thieansmitter and air protocol settings is at least required during
interface to software and hardware controllers, the contrtthe initial deployment (cf. Fig. 10).

and data plane can often be separated and it is appropriate

to abstract from the RFID operational settings. There is nb. EPC Information Service (EPCIS)

need to expose air protocol settings because the controllerEF,C
implementation is responsible for RFID performance opti
mization.

global’'s EPCIS specification [20] deals not just with
raw RFID observations, but defines events that link the raw
observations reported by LLRP, ALE, or RP with meaning
ALE can also be deployed on an RFID reader as eelative to specific steps in business processes. EPCIS-level
‘high-level’ reader protocol with the similar benefits andevents stored in an EPCIS repository are thus a result of
weaknesses as mentioned in the subsection on RP. Alddmbining RFID data captured with knowledge about the
provides a high-level starting point that is well-suited forsignificance of an ‘RFID read’. Due the diverse nature of
writing application logic, freeing the developer from thebusiness processes, the actual data processing that leads
kind of low-level programming that would be necessary tdo the generation of EPCIS-level events typically relies on
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High-Level reader
protocols, such as
EPCglobal RP (but
also ALE1.0) have
seen no significant
adoption at this
interface as of today.
Proprietary protocols
prevail and LLRP is
starting to see
adoption.

to assess adoption at this stage. However, ALE 1.0 and RP
have been available since 2005 and early 2006, respectively.
As mentioned earlier, ALE 1.0's main use case is today
as a standardized interface between application logic and
controller devices (cf. Fig. 14) or software controllers on
application servers. ALE 1.0 implementations have been
certified by more than a dozen vendors of hardware and
software controllers for use in the centralized architecture.
Since the EPCglobal RP specification provides a similar
feature set to ALE 1.0, the RP specification is also applicable
as an interface to a controller. However, RP sees in practice
hardly any usage as an APl on software and hardware
controllers.

RP and also ALE 1.0/1.1 have been proposed as high-level
reader protocols for the interface to readers. However, in this
role RP and ALE 1.0 have seen very limited adoption. We are
only aware of a single reader vendor offering an EPCglobal
RP compliant reader [22] and a single reader vendor offering
an EPCglobal ALE 1.0 compliant reader [10]. Nearly all

RFID system deployments today rely on proprietary reader

vendor specific reader protocols (cf. Fig. 14). In our opinion,
Fig. 14. Adoption of EPCglobal specifications ALE, RP and LLRP in thethe lack of adoption of ‘high-level’ reader protocols has a

centralized architecture.

number of reasons:

o Focus on UHF Gen2 by reader vendorsThe develop-

custom application code. In the centralized architecture, such
‘capture applications’ are deployed on application servers. In
the autonomous architecture, the corresponding application
code is executed on the reader itself. The reader transmits the
EPCIS-level events to a remote EPCIS repository using the
‘capture’ interface of the EPCIS specification. The EPCIS
repository is then accessed by other enterprise applications,
or trading partners via the EPCIS ‘query interface’. EPCIS
deals explicitly with historical data stored in a persistent data
repository. In contrast, LLRP, RP and ALE of are oriented
exclusively towards real-time processing of EPC data.

In the service taxonomy defined in this paper, the EPCIS
specification thus supports data processing services that
execute custom application logic by defining the event types
generated by these applications. The EPCIS specification
also provides the interfaces to persistent storage for EPCIS-
level events.

F. Tag Data Translation Specification (TDT)

The TDT specification defines the current Tag Data
Standard encoding and decoding rules in an unambiguous
machine-readable format. This facilitates the translations
between different representations of electronic product codes®
by any software component in an RFID deployment. For
example, it could translate from the binary format for a
GTIN on a 96-bit tag to a pure-identity URI representation *°
of the same identifier. In our service taxonomy, the machine-
readable translation rules of the TDT specification support
the tag identifier translation service.

VIl. ADOPTION OFHIGH-LEVEL READER PROTOCOLS

The majority of the standards listed above have been
released within the last twelve month which makes it difficult

ment of these high-level reader protocol standards co-
incided with the ratification of the air interface protocol
Gen2. This led reader vendors focus on the development
of new UHF Gen2 reader products. The result was that
the development of the specifications took place with
very limited participation from reader vendors.

Limited computing resources on first generation
UHF readers. High-level reader protocols require sig-
nificant computing resources which were not always
available on first generation UHF readers. The demand
for significant computing resources result from the
use of XML messaging, asynchronous notifications to
multiple data consumers and buffering, aggregation and
filtering on the reader.

Uncertainty about the ‘right’ protocol to support.

The availability of two specifications with nearly iden-
tical features, RP and ALE 1.0, but very different
nomenclature and implementations led to some confu-
sion about the ‘right’ protocol to support. The ongoing
development of yet another reader protocol, LLRP,
added to the uncertainty.

Limited functionality in high level reader protocols.

ALE 1.0 did not support tag user memory, which was
added in the recently ratified ALE 1.1.

Limited demand by end users and RFID ‘mid-
dleware’ companies. Neither end users nor RFID
‘middleware’ companies requested reader vendors to
support any of the two high-level reader protocols. In
interviews with a small set of end-users we conducted,
no company representative indicated that neither RP
nor ALE 1.0 addressed their needs as reader protocols.
The end user companies we interviewed disliked the
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CSS  Network Interface Configuration
Firmware Management
Antenna & Tag Population Selection
Base Service Set Scheduling
RF Transmitter Configuration
Air Interface Prot. Configuration

There are a number of potential future standardization
activities. This includes enhancements of existing standards
but also the standardization of new interfaces. In our opinion,
one should consider enhancing the LLRP specification with

MSS  Network Connection Monitoring f dditi | ti | feat .
RF Environment Monitoring a few adaituonal opuonal teatures:

— iea?:':"ﬁg:'w””g « Entry/Exit aggregates. In our previous description of
Fi?tiriﬁg LLRP, we already proposed to add optional support for

entry/exit aggregates. We believe that this would reduce
the network traffic which is important for remotely
deployed readers.

Filtering. LLRP currently only allows selecting a tag
population over the air interface. Optional filtering in
software would help to eliminate those tag reads that
resulted from RFID tags missing the GeB2lectcom-
mand.

« XML representation of the LLRP tag data reports.
LLRP uses a binary messaging protocol. To facilitate
RFID application development, one could consider stan-
dardizing an XML interface for the LLRP tag data
reports. Fig. 12 shows such a high-level representation
that was developed in tHe.RP Toolkit Project. Having

an XML interface for the asynchronous notification
channel only would not require an XML parser on the
reader.

Identifier Translation

Reliable Messaging

Persistent Storage

Location Movement/Estimation

Application Logic Execution .

Fig. 15. High-level reader protocols such as ALE or RP require additional
protocols for configuration and monitoring purposes.

idea of high-level reader protocols and requested access
to RF transmitter and air protocol settings. End user
companies mentioned that such high-level interfaces
are more appropriate as an interface to software and
hardware controllers in the centralized architecture.

« High-level reader protocols are not a replacement for
existing proprietary reader protocols. Since reader

vendors need to continue offering their proprietary
protocols to configure and monitor their readers in
addition to the high-level reader protocols for reporting
aggregated and filtered RFID data, the support of a high-

Multiple tag data reporting channels. We propose

to optionally allow for more than a single connection
at a time. This would allow readers to send captured
data to more than one event consumer (cf. Fig. 9).

level reader protocol meant the de-facto support of two
reader protocols (cf. Fig. 15).

The introduction of optional multiple tag data reporting
channels would allow for the separation of monitoring
and data plane in applications where this is appropriate
Major RFID reader vendors we contacted during this  without requiring the use of RM.

:;l\éesg:gitll_o; rgr?n:r'loe?rec:;gztetrze?nh?;‘/z nsorll()nrttert]:ror;l t(?:;zgort In those cases, where RM and LLRP are implemented on
there seems to be a trend to support the LLRI.3 proto?le same reader dev_ice, we also propose tp spec_ifyacommon
. - . 8 proach to deal with the ‘monitored objects’ in RM that
mstead [10], [23], [24]. Similarly, end user companies MeN3re specific to RP, e.g. ‘Sources’ and ‘NotificationChannels’.
tioned that they would not request the support of RP or AL therwise, different implementations of RM only (without

by reader vendors in the near future. RP) are likely to deal with these ‘monitored objects’ in

It remains to be seen whether the recently ratified speailifferent ways. One might also consider making RM ‘air
fication ALE 1.1 will see more adoption on reader deviceprotocol aware’ by exposing some of the RF transmitter
than RP and ALE 1.0 in the past. ALE 1.1 addresses thsettings and air protocol parameters via the SMNP interface
shortcomings of ALE 1.0 and provides a convenient highef the RM specification.
level interface for tag user memory operations. Computing Future standardization efforts might also want to consider
resources on today's readers also increased. The abaysecifying the runtime environment on RFID readers to sup-
analysis however indicates that high-level reader protocofsort autonomous architectures (cf. Fig. 16). There are already
will be adopted as interfaces to reader devices only ihany RFID reader products on the market that allow users
they are augmented by an additional protocol that supponts execute application code on the reader. Agreement on a
fine-grained configuration services — effectively dismissingommon virtual machine on these devices and a mechanism
the idea of a ‘high-level only’ reader protocol as the soleo upload applications would greatly facilitate the application
interface to a reader device. ALE 1.1 will thus also requirglevelopment. The development of custom application logic
an additional (proprietary) protocol to configure and monitoon the reader would also benefit from a standardized internal
the reader (cf. Fig. 15). As noted above, high-level interfaceaterface to receive captured tag data and to configure the
such as ALE do have an important role to play at a higher

level in the software stack. “www.lIrp.org



filtering. Our analysis also discusses a number of potential

Standardized Reader enhancements to the LLRP specification.

Runtime E“V"O”% This paper also discusses ‘high-level’ reader protocols

Standardized Code Exec such as EPCglobal RP and ALE that abstract from the

Interface to base underlying air interface protocol and RF details. These *high-

services \\| Internal Interface| level’ reader protocols shield the application developer from
low-level details of RFID and provide a convenient starting

Base Services point for the development of application logic. As of today,

neither EPCglobal RP nor ALE 1.0 have seen significant

adoption by reader vendors. We argue that the main reason
Fig. 16. RFID reader with standard runtime environment for appllcatlofor this lack of adoption are the need to supplement them
code and internal interface to reader module providing the base serwc%th an additional protocol for configuration and monitoring
such as tag inventory and memory access. purposes and the lack of demand from end users and RFID
middleware vendors. It remains to be seen whether the
recently ratified ALE 1.1 with its enhanced feature set
reader base services. This could be realized with an LLR|| lead to increased demand and adoption as a high-level
implementation that supports multiple reporting channels (cfeader protocol on reader devices. As noted above, high-level
Fig. 9). Alternatively, the ALE 1.1 interface with its high- interfaces such as ALE1.1 play an important role at a higher
level representation of tag identifiers and user memory igvel in the software stack.
also a suitable candidate. It would need to be augmentEd byFuture standardization efforts m|ght want to consider
an additional interface to configure and monitor the read%rpecifying the runtime environment on RFID readers to
module. support autonomous architectures. Today application code
to be executed directly on a reader device needs to be
customized for each reader platform. A common runtime
As the use of RFID systems increases, large scale dgnvironment and upload mechanism and a standardized inter-
ployments of RFID are highlighting certain challenges. Theace to the reader module would greatly facilitate application
management and control of large number of RFID readetfevelopment in such an autonomous architecture. Similar
is becoming an issue from a network administration ang today’s mobile phones, future RFID readers might thus
data management perspective. In this paper, we categorfe@ture a standardized virtual machine supporting an RFID
the services that typically comprise an RFID system intgeader device profile.
base, configuration, monitoring and data processing services.
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